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Abstract
A network of integrate-and-fire units (consisting of five excitatory units
and one inhibitory unit) is shown to implement a one dimensional fre-
quency map over one octave (80 - 160Hz). The network has a biologically
plausible structure, conforming to Dale’s law, and using plausible synap-
tic and axonic timings.

1 Aims

The aim of this work is to demonstrate a one dimensional frequency map (i.e.
a network in which an ordered sequence of neurons respond to different fre-
quencies of input) using a biologically plausible network of integrate-and-fire
neurons. DBiological plausibility here means obeying Dale’s law, using EPSP
and IPSP timings which are plausible, and using inter-neuron delays of the
correct order of magnitude.

2 Background

This work was motivated by a problem in audition. For an auditory stimulus
which consists of many harmonics of a (low) fundamental frequency, the resul-
tant auditory nerve signal from those parts of the cochlea which cannot resolve
each harmonic is amplitude modulated at the fundamental frequency [6]. Am-
plitude modulation is amplified by stellate cells in the cochlear nucleus (chop-
pers) [9], and there are cells in the inferior colliculus which form a map ordered
by amplitude modulation frequency [11]. We sought a neural network solution
to the problem of forming a map ordered by frequency. There are a wide vari-
ety of different neurons in the early auditory system [10], and one option would
have been to model a system of these, based directly on the neurophysiology
[3. 13]. We decided instead to attempt to produce a frequency-sensitive system
using the simplest form of neuron which is sensitive to time-varying signals at
all, namely the integrate-and-fire neuron [7], exploiting their parameters and
interconnection to produce differential frequency selectivity.

Integrate-and-fire units have been used for grouping signals [2, 8], and for
clustering [12]. Using them in a frequency mapping system emphasises their
importance as a useful abstraction of real neurons. The work reported here
builds on earlier work by the author’s student [1] (in which pulsatile input was
used, and the excitatory units directly inhibited other excitatory units).
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Figure 1: Excitatory and inhibitory post-synaptic currents for a single pre-
synaptic spike. For a weight of 1 (-1 in the inhibitory case) the total charge
transferred (over Tepsc (Tipsc)) is 1 (-1). Tepsc = 3.7ms, and Tipgc = 3.3ms,
with Tyise < Ttan in both cases.

3 Methods

The experiments were carried out on a simulator for networks of integrate-and-
fire neurons developed by the author and Chumbo [1] which runs under the
NeXTStep operating system.

3.1 The neurons

All the neurons are integrate-and-fire units, characterised by their voltage-like
state variable, V', between spikes:

dv
e aV 4+ 1(t)

where « is the dissipation. If « = 0, this is simple integration, and, for
a > 0 leaky integration. When V hits some threshold (@, initially 1 in this
case), the unit fires: that is, it emits a spike. There then follows a refractory
period, during which # = oo, at the end of which V is reset to 0. This is
followed by a relative refractory period, which starts with 6 = 10, followed by
a quadratic (parabolic) decay back to the original threshold.

Input to the neurons takes two forms. External input to the network is
considered to be like injected current. From an auditory perspective (i.e. where
the “real” input was an amplitude modulated signal), this input would be made
up from many auditory nerve fibers or outputs from primary cells in the cochlear
nucleus. These will have arrived nearly simultaneously at a number of synaptic
sites, resulting in (i) half-wave rectification of the amplitude modulated signal
and (ii) smoothing of high frequency content of the signal [4].

Input from other neurons is modelled using simple triangular EPSPs and
IPSPs as shown in figure 1. This is a simplification of real EPSP and IPSP
shapes, similar to that discussed in [5].

3.2 The network
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Figure 2: The network used. Only 3 of the 5 excitatory neurons are shown.
Neurons Ei are excitatory, and neuron [ is inhibitory. The weights (W;;) and
delays (D;;) are discussed in the text.

The network consists of five excitatory neurons cach with a recurrent excitatory
connection, all exciting an inhibitory interneuron, which in turn inhibits all the
excitatory neurons (see figure 2). Each has either all excitatory or all inhibitory
outputs, so that the network satisfies Dale’s law. There is a delay associated
with each connection between neurons: this delay is crucial to network design.

3.3 Design of the frequency mapping network

We set the dissipation of each excitatory neuron so that it would be maximally
sensitive to half-wave rectified input at its “best” frequency. For this to occur,
the activation should peak near the end of each positive half-cycle. We chose the
dissipation to be Tl; = 2 fhest, Where fiog 18 the desired “best” frequency,

half —cycle
then adjusted the strength of the input to each neuron (W .y) so that it just
fired in response to input of strength 1 at its best frequency.

The basic ideas for the weights and delays in the filter were taken from
digital filtering. There, bandpass filters are produced using multiple weighted
delayed signals which are fed back to the input of an amplifier. However, using a
neuron whose output was fed back through many synapses, each with different
delays, some with positive and some with negative weights is not biologically
plausible. Instead, we used one excitatory recurrent connection, with a total
delay (including the EPSC delay) of one period of the “best” frequency. We set
the refractory period (RP) on each of the excitatory neurons to 2ms, and the
relative refractory period (RRP) to a value such that RP + RRP = fbit. The
idea was that the excitatory feedback should be needed in order to make the
neuron fire for a second time. The strength of the recurrent excitatory feedback
(Wy;) was then set so that input at fies resulted is a stream of spikes. This
results in each excitatory neuron being a low-pass filter (LPF), in the sense
that it fires once per cycle for f < fjas, and less often for f > fiost-
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Figure 3: Network response to half-wave rectified signals from 80 to 160Hz.
Grey lines are input, black vertical lines are spike outputs. In each small rect-
angle, the bottom 5 lines are the input and output from each of the excitatory
neurons (lowest frequency at bottom, highest at top), and the top line is the
inhibitory interneuromn.

Turning the LPF characteristic of each neuron into a frequency map requires
inhibition. To provide this without sacrificing biological plausibility, we used
an inhibitory interneuron. This integrate-and-fire neuron is excited by each
excitatory neuron through a fast synapse with short delay. All the weights to
this neuron (Wig) and all the delays (D;;) are identical. The weights were set
so that any single spike from an excitatory neuron will cause the inhibitory
interneuron to fire. The RP and RRP were set to small values (1ms each), and
the dissipation to 200 (altering this seems to have little effect). The delays from
the inhibitory neuron back to the excitatory neurons (Dy;) were set so that the
round-trip delay from output of the excitatory neuron back to inhibition of the
excitatory neuron was 1.5 * Tlest Inhibition occurs when the excitatory neuron
should not be firing if it is responding to its fyes¢. The inhibitory weight to the
excitatory neuron, (W;r) was set to the same value for all the neurons.

4 Results

A network with 5 excitatory neurons, and one inhibitory neuron was designed,
and set up for fress of 80Hz, 100Hz, 120Hz, 140Hz, and 160Hz. It was tested
with input (of strength 1) at frequencies between 80 and 160 Hz, in intervals of
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Figure 4: Network response to chirp input (see text) at different strengths. Top
line is inhibitory interncuron.

10Hz, The results are shown in figure 3. Initially, each neuron works as a LPF,
but then the inhibitory interneuron takes effect, and the network settles down
with the appropriate neurons responding most strongly. The exception to this
occurs at 80Hz, where the highest frequency neuron also responds.

The network was tested with a “chirp” input (a half-wave rectified sine wave,
whose frequency varied linearly from 80Hz to 160Hz over 1 second). This was
applied at varying strengths, and the results are shown in figure 4. When the
signal has strength 0.8, it is not strong enough to make the network behave
correctly. At higher strengths, the appropriate neurons fire. As the input
strength is increased, more excitatory neurons fire, although the inhibitory
neuron also fires more often. The response is centred on the correct neuron,
although there is additional noise as the strength increases. The exception is
near 160Hz, where the 80Hz unit also fires, though only on every second pulse.

5 Discussion

We have provided constructive proof that one can build a frequency mapping
network using only integrate-and-fire neurons. Real neurons are more complex,
and it may be that the neurons of the early auditory system have structures
which make this task easier: however, we have demonstrated a biologically
plausible neural circuit for producing a frequency map similar to that in the
inferior colliculus. The network is designed, not adapted: it is not clear how
one would produce an adaptive network to perform this task. We have not
experimented with scaling this network up: we suspect that larger clusters of
excitatory neurons controlled by one inhibitory neuron would be less stable.
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